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Trading Dynamics in the Foreign Exchange Market
A Latent Factor Panel Intensity Approach
Abstract

We develop a panel intensity framework for the analysis of complex trading activity datasets containing detailed information on individual trading actions in different securities for a set of investors. A feature of the model is the presence of a time varying latent factor, which captures the influence of unobserved time effects and allows for correlation across individuals. We show how to estimate the model parameters using a simulated maximum likelihood technique adopting the efficient importance sampling approach of Richard & Zhang (2007).

Apart from the innovative methodology enabling detailed characterization of a complex dynamic trading process, we contribute to the literature on behavioral finance by providing new results on behavioral biases such as the disposition effect and investor overconfidence. These new insights are made possible by the joint characterization of not only the decision to close (exit) a position, usually considered in isolation in the behavioral finance literature, but also the decision to open (enter) a position, which together describe the trading process in its entirety. While the disposition effect is defined with respect to the willingness to realize profits/losses with respect to the performance of the position under consideration, we find that the performance of the total portfolio of positions is an additional factor influencing trading decisions and can reinforce or dampen the standard disposition effect. Moreover, the proposed methodology allows the investigation of the severity of various behavioral biases for different groups of investors ranging from small retail investors to professional and institutional investors.

**JEL classification:** C3, C5, G1
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1 Introduction

The complexity of financial market data containing micro-information on every individual trader’s action presents new challenges to financial economists and econometricians. The immense breadth of this data opens new horizons for the analysis of market microstructure and behavior of economic agents, beyond the analyses possible with standard high frequency data which has led to the birth of high-frequency finance as a new research area focusing on issues such as irregularly spaced and discrete data, volatility measurement and market microstructure.

Trading activity datasets now becoming increasingly available, can be considered as micro-panel datasets with four dimensions: an irregularly-spaced time scale, types of trading actions, trading instruments and investors. The marvelous amount of precise information contained in these datasets creates unique possibilities to analyze individual trading behavior since the investment patterns of each individual in multiple assets can be followed over time. Time plays a central role in high-frequency finance, market microstructure and the behavioral finance literature. Trading activity datasets can be considered as field data with exact information on the timing of investment decisions hence enabling in-depth investigations of prominent behavioral finance phenomena such as the disposition effect as well as the motives driving investment decisions at specific points in time. Investors are typically heterogenous with respect to their trading and risk preferences and trading activity datasets provide a sound data fundament for the detailed investigation of trading behavior for different groups of investors from small retail to professional and institutional investors.

In this paper we develop an intensity-based modelling framework which is suited to characterize the data generating process of complex dynamic systems such as trading activity datasets. Time is considered as the central element in the model enabling the investigation of those factors that influence trading decisions of investors in multiple assets over time. The model exploits the panel structure of the trading activity dataset and characterizes a multivariate panel intensity process which is specified as a function of individual specific effects, a dynamic component, a set of time varying covariates describing the investors’ information set, a seasonality component and a time-varying latent factor. The latent factor is motivated by the fact that not all individual-specific as well as public information is directly observable or measurable with available explanatory variables. These omitted unobservable factors induce dependencies across individuals which are captured by the common latent factor. The intensity based specification is chosen, since it allows us to account for the impact of
time-varying covariates on the trading process. We use a simulated maximum likelihood (SML) technique to estimate the proposed model by augmenting the efficient importance sampling (EIS) method of Richard & Zhang (2007) for the estimation of panel intensity models. Our approach is related to the stochastic conditional intensity (SCI) model proposed by Bauwens & Hautsch (2006) which they use to characterize a system of duration processes. The model we propose here differs from the SCI model by considering a panel intensity model which in terms of its complexity allows for two additional dimensions: individuals and trading instruments. Such degree of complexity is required in order to jointly model all aspects of a trading activity dataset, and thus provides a framework for considering individual- and transaction type-specific effects.

The model is applied to the analysis of the trading behavior of investors in the foreign exchange market based on a trading activity dataset of OANDA FXTrade, which allows us to trace every action of around 2500 investors in up to 30 currency pairs over the period from 1st October 2003 to 31st October 2003. OANDA FXTrade is an electronic trading platform in the foreign exchange market, in which heterogeneous groups of small retail investors as well as big institutional and professional traders are active. Our analysis focuses on two well investigated behavioral finance biases, the disposition effect and overconfidence. The disposition effect (Shefrin & Statman (1985)) describes the tendency to hold positions with a paper loss longer than positions with the symmetric paper profit. A theoretical foundation for the disposition effect is given by the prospect theory of Kahneman & Tversky (1979), in which the investor evaluates the outcome of a trading strategy relative to a reference point and is risk averse if the strategy is profitable with respect to that reference point and risk seeking otherwise. The early studies of Lease, Lewellen & Schlarbaum (1974), Schlarbaum, Lewellen & Lease (1978a,b), Shefrin & Statman (1985) as well as the more recent contributions of Badrinath & Lewellen (1991), Locke & Mann (2005) and Shapira & Venezia (2001) analyze the disposition effect by comparing mean roundtrip durations of profitable and non-profitable investments. Odean (1998a) considers the proportions of profits and losses realized over a certain time horizon and Grinblatt & Keloharju (2001) apply ordered response models for the analysis of the disposition effect. Most of these studies examine the disposition effect isolated for trading in a specific security in a static framework for the average investor. The studies by Shapira & Venezia (2001), Dhar & Zhu (2006), Goetzmann & Massa (2004) and Chen, Kim, Nofsinger & Rui (2007) focus on investor heterogeneity and show that professional and more sophisticated investors are less prone to the disposition effect and to behavioral biases.
in general.

Overconfidence is a further phenomenon highlighted in the behavioral finance literature. It can be explained by self-attribution bias (Wolosin, Sherman & Till (1973)) caused by overly self-confident interpretations of past (trading) success, and biased perceptions of the precision and validity of private information and predictions (Alpert & Raiffa (1982), Lichtenstein, Fischhoff & Phillips (1982)). In the literature overconfidence has been suggested as an explanation for the unusually high observed volume in security trading. Theoretical models which yield this conclusion have been developed by Daniel, Hirshleifer & Subrahmanyam (1998), Odean (1998b), Wang (1998), Gervais & Odean (2001) and Scheinkman & Xiong (2003). Empirical evidence is provided by for instance, the studies of De Bondt & Thaler (1995), Barber & Odean (2001a), Statman, Thorley & Vorkink (2006) on the basis of monthly data.

In our analysis we find support for the existence of the disposition effect and overconfidence which is in line with numerous theoretical and empirical studies. The originality of our approach lies in adopting a more general perspective in analyzing trading behavior, by addressing directly the timing of investment decisions at the micro-level, which is central to the understanding of the dynamics of trading. Categorizing our investors into groups according to their total trading volume allows us to draw conclusions on the severity of different behavioral biases and differences in the trading behavior across various types of investors. We explicitly model both the propensity to open and close positions, allowing us to obtain a complete picture of investment decisions. The empirical analysis reveals new results on the disposition effect in conjunction with the prospect theory and delivers insights into further behavioral biases related to the usual disposition effect.

The paper is structured as follows: in Section 2 we provide a theoretical description of the model. Section 3 contains the empirical analysis, Section 4 discusses the results in light of recent behavioral finance and market microstructure theories and Section 5 concludes. A detailed exposition of the SML estimation procedure is presented in Appendix A and the full estimation results are collected in Appendix B.

2 Panel Intensity Model

2.1 Theory

Let $t \in [0, T]$ denote the physical calendar time, $n = 1, \ldots, N$ denote the $n^{th}$ investor and $k = 1, \ldots, K$ denote the $k^{th}$ currency pair in which an investor can trade. The $i^{th}$
The likelihood function of the complete model without a latent factor is given by

\[ d \text{all relevant parameters used in the estimation. By } t \text{ we denote the filtration, which consists of all information up to but excluding time } f \text{ where } \{ \tau_i \mid 0 \leq \tau_i \leq T; i = 1, \ldots, I^{k,n} \} \text{ represent point processes with corresponding right-continuous counting processes } N_i^{k,n}(t) = \sum_{i=1}^{I^{k,n}} 1_{(\tau_i^{k,n} < t)} \text{ which count the number of actions in the time interval } [0, t]. \text{ The corresponding left-continuous counting process is denoted by } \tilde{N}_i^{k,n}(t) = \sum_{i=1}^{I^{k,n}} 1_{(\tau_i^{k,n} < t)}. \text{ Let } \{ \Omega, \mathcal{F}, \mathcal{F}_t, \mathcal{P} \} \text{ denote the associated joint probability space, where the filtrations of the individual processes are denoted by } \mathcal{F}_i^{k,n} \subset \mathcal{F}_t. \text{ We assume that each individual point process is orderly (simple), ensuring that there are no simultaneous arrivals and implying that } \tau_i^{k,n} < t_i^{k,n} (\text{almost surely}), \text{ for } i = 1, \ldots, I^{k,n}. \text{ The inter-event duration between two consecutive actions is denoted by } \tau_i^{k,n} = t_i^{k,n} - t_{i-1}^{k,n}. \text{ } u^{k,n}(t) = t - N_i^{k,n}(t) \text{ denotes the corresponding backward recurrence time at } t \text{ measuring the elapsed time since the last event. For each investor and for each currency pair the arrival times } \{ t_i^{k,n} \mid i = 1, \ldots, I^{k,n} \} \text{ constitute a pooled process, induced by } S \text{ sub-processes. The corresponding arrival times of the } s^{th} \text{ sub-process are denoted by } t_i^{s,k,n} \text{ with } i = 1, \ldots, I^{s,k,n}. \text{ Since the pooled process is orderly the sub-processes are orderly as well. Defining } N_i^{s,k,n}(t) = \sum_{i=1}^{I^{s,k,n}} 1_{(t_i^{s,k,n} < t)} \text{ as the corresponding counting functions we have that } N_i^{k,n}(t) = \sum_{n=1}^{S} N_i^{s,k,n}(t). \text{ In our application we observe } S = 2 \text{ sub-processes which are:}

- \text{ } s = 1: \text{ The process related to an increase in a given currency pair exposure, i.e., the process characterizing the (further) opening of a position;}
- \text{ } s = 2: \text{ The process related to a decrease in a given currency pair exposure, i.e., the process characterizing the (partial) closing of a position.}

The likelihood function of the complete model without a latent factor is given by

\[
\mathcal{L}(W; \theta) = \prod_{n=1}^{N} \prod_{k=1}^{K} \left( \prod_{i=1}^{I^{k,n}} f_i^{k,n}(\tau_i^{k,n} \mid \mathcal{F}_i^{k,n}) \right)^{d_n^k},
\]

where \( f_i^{k,n}(\tau_i^{k,n} \mid \mathcal{F}_i^{k,n}) \) is the conditional density function of the durations. With \( \mathcal{F}_i^{k,n} \) we denote the filtration, which consists of all information up to but excluding time \( t_i^{k,n} \). \( W \) denotes the generic symbol for all relevant data and \( \theta \) is the generic symbol for all relevant parameters used in the estimation. By \( d_n^k \) we denote the dummy variable.

\(^1\)By action we refer to any event that changes the investor’s portfolio value. Thus, it can be initiated by the investor at that particular time or be a consequence of an earlier activity of the investor, e.g., an executed limit order.

\(^2\)i.e. \( P(N_i^{k,n}(t + \delta) > N_i^{k,n}(t) \mid \mathcal{F}_i^{k,n}) = o(\delta) \), with \( o(\cdot) \) the little Landau symbol.
which takes on the value 1 if the $n^{th}$ investor is active in currency pair $k$ at least once, and zero otherwise.

We can write the conditional probability of the duration $t_{i}^{k,n}$ between two arbitrary consecutive actions as the conditional probability that all processes have survived during the period $[t_{i-1}^{k,n}, t_{i}^{k,n}]$ times the instantaneous probability for arrival in the next instant $t_{i}^{k,n}$, which is formally given by

$$f^{k,n}(t_{i}^{k,n} \mid \bar{\Theta}_{i}^{k,n}) = \prod_{s=1}^{S} F^{s,k,n}(t_{i-1}^{k,n}, t_{i}^{k,n} \mid \bar{\Theta}_{i}^{k,n}) \left( \bar{\Theta}^{s,k,n}(t_{i}^{k,n} \mid \bar{\Theta}_{i}^{k,n}) \right) d_{i}^{s,k,n}, \quad (2)$$

where $d_{i}^{s,k,n}$ is a dummy, which takes on the value of one whenever the duration ends with an arrival of type $s$, and zero otherwise. $F^{s,k,n}$ denotes the “survivor” function of the $s$-type process given by

$$F^{s,k,n}(t_{i-1}^{k,n}, t_{i}^{k,n} \mid \bar{\Theta}_{i}^{k,n}) = P \left( t_{N^{s,k,n}(t_{i-1}^{k,n})+1}^{s,k,n} \notin \left[ t_{i-1}^{k,n}, t_{i}^{k,n} \right), t_{N^{s,k,n}(t_{i-1}^{k,n})+1}^{s,k,n} = t_{i}^{k,n} \mid \bar{\Theta}_{i}^{k,n} \right), \quad (3)$$

which is the joint probability that there is a $s$-type event at time $t_{i}^{k,n}$ but not during the period from $t_{i-1}^{k,n}$ to $t_{i}^{k,n}$. The corresponding intensity of type $s$ is denoted by

$$\bar{\Theta}^{s,k,n}(t_{i}^{k,n} \mid \bar{\Theta}_{i}^{k,n}) = \lim_{h \to 0} \frac{P \left( t_{i}^{k,n} \leq t_{N^{s,k,n}(t_{i-1}^{k,n})+1}^{s,k,n} < t_{i}^{k,n} + h \mid t_{N^{s,k,n}(t_{i-1}^{k,n})+1}^{s,k,n} \notin \left[ t_{i-1}^{k,n}, t_{i}^{k,n} \right), \bar{\Theta}_{i}^{k,n} \right)}{h}, \quad (4)$$

which is the instantaneous probability for a $s$-type event at time $t_{i}^{k,n}$. It follows that

$$F^{s,k,n}(t_{i-1}^{k,n}, t_{i}^{k,n} \mid \bar{\Theta}_{i}^{k,n}) = \exp \left( -\int_{t_{i-1}^{k,n}}^{t_{i}^{k,n}} \bar{\Theta}^{s,k,n}(u \mid \bar{\Theta}_{i}^{k,n}) \, du \right) = \exp \left( -\Theta^{s,k,n}(t_{i-1}^{k,n}, t_{i}^{k,n} \mid \bar{\Theta}_{i}^{k,n}) \right),$$

where $\Theta^{s,k,n}(t_{i-1}^{k,n}, t_{i}^{k,n} \mid \bar{\Theta}_{i}^{k,n})$ denotes the $s$-type integrated intensity between $t_{i-1}^{k,n}$ and $t_{i}^{k,n}$. Therefore, the likelihood function of the model without a latent factor in equation (1) can be rewritten as

$$L(W; \theta) = \prod_{n=1}^{N} \prod_{k=1}^{K} \prod_{i=1}^{S} F^{s,k,n}(t_{i-1}^{k,n}, t_{i}^{k,n} \mid \bar{\Theta}_{i}^{k,n}) \left( \bar{\Theta}^{s,k,n}(t_{i}^{k,n} \mid \bar{\Theta}_{i}^{k,n}) \right) d_{i}^{s,k,n}. \quad (5)$$
Since we believe that investors’ behavior is influenced by unobservable time varying factors, we introduce a latent factor denoted by $\lambda_i$. To model the dynamic behavior of the latent factor, we need to introduce a time scale over which the latent factor evolves. To this end, we define the ordered pooled point process as the sequence of arrival times $t_i, i = 1, \ldots, I$ for all actions of all investors in all currency pairs, where simultaneous arrivals are treated as one arrival only. The corresponding counting processes are denoted by $N(t) = \sum_{i=1}^{I} 1_{\{t_i \leq t\}}$ and $\tilde{N}(t) = \sum_{i=1}^{I} 1_{\{t_i < t\}}$. Thus, for $t \in \{t_i\}$ we have $N(t) = \tilde{N}(t) + 1$, whereas for $t \notin \{t_i\}$ it holds that $N(t) = \tilde{N}(t)$.

The pooled process $\{t_i\}_{i=1}^{I}$ serves as the time scale on which the latent factor evolves. In particular, we assume that the duration $\tau_{N,k,n}^{k,n}(t)$ depends on the latent factor, i.e. $\tau_{N,k,n}^{k,n}(t) = \tau_{N,k,n}^{k,n}(\lambda_{\tilde{N}(t)+1})$ at $t \in \bigcup_n \bigcup_k \{t_i \}$. Note that this definition ensures that at every time $t$ at which an action occurs, there is a corresponding value of the latent factor. Here, the latent factor is assumed to evolve over a kind of irregularly spaced event induced time scale, while alternatively we could choose an equidistant time grid. In order to summarize and visualize the model specification, data characteristics, and in particular the different time scales we depict the stylized panel structure in Figure 1. In the figure, we allow for the presence of time varying covariates for each subprocess $s$. The time scales over which these covariates evolve, will be defined below.

Since the latent factor is unobservable and stochastic it needs to be integrated out, which results in the following likelihood function

$$L(W; \theta) = \int_{\mathbb{R}^I} \prod_{n=1}^{N} \prod_{k=1}^{K} \prod_{i=1}^{I} f^{k,n}(\tau_{i}^{k,n}, \lambda_{\tilde{N}(t_i^{k,n})+1} | \tilde{\mathcal{F}}_{t_i^{k,n}}^{k,n}) d\lambda,$$

where $\Lambda = (\lambda_1, \ldots, \lambda_I)'$ and the integral is taken over $\mathbb{R}^I$, and where $f^{k,n}(\tau_{i}^{k,n}, \lambda_{\tilde{N}(t_i^{k,n})+1} | \tilde{\mathcal{F}}_{t_i^{k,n}}^{k,n})$ is the joint conditional density of the duration $\tau_{i}^{k,n}$ and its corresponding latent factor $\lambda_{\tilde{N}(t_i^{k,n})+1}$. The likelihood can then be factored as the product of the density

---

*Formally,*

$$\{t_i | t_i-1 < t_i\} = \bigcup_n \left\{ \bigcup_k \{t_i^{k,n} | t_i-1^{k,n} < t_i^{k,n} \} \right\} \cap \left\{ \bigcup_k \{t_i^{k,n} | t_i-1^{k,n} < t_i^{k,n} \} \right\}.$$
Figure 1: Stylized Model Structure. The figure represents for $s = 2$ the time scales associated with the arrival times of the processes (sub-pr.1 and sub-pr.2), the times of the covariate processes (cov.1 and cov.2) as well as the pooled arrival processes $\tilde{t}_{h,k,n}^{1}$ and $t_{i}^{k,n}$. 

Stylized Panel Structure

$N$ investors, $K$ currency pairs, $S$ sub-processes
conditional on the latent factor times the conditional density of the latent factor as

\[ L(W; \theta) = \int_{\mathbb{R}^t} \prod_{n=1}^N \prod_{k=1}^K \prod_{s=1}^S F_{s,k,n} \left( t_{i-1}^{k,n}, t_i^{k,n}, \theta \right) \]

\[ \left( \vartheta_{s,k,n} \left( t_i^{k,n}, \lambda_i \right) \right) d\vartheta_{s,k,n} \rho \left( \lambda_i \mid t_i^{k,n} \right) d\lambda_i, \]  

where \( \rho \left( \lambda_i \mid t_i^{k,n} \right) \) is the conditional density of the latent factor. The exact specification of the intensities and the corresponding integrated intensities is presented below.

The model described by the likelihood function in equation (7) is formulated in terms of \( t_i^{k,n} \), which is the pooled (orderly) point process over the \( S \) subprocesses of the \( n \)th investor in the \( k \)th currency pair. As the latent factor which has to be integrated out is defined on \( t_i \), we also provide a reformulation of the likelihood in equation (7) in terms of the pooled times \( t_i \), which eases the implementation of the EIS estimation algorithm described in detail in Appendix A. Since the pooled process may not be orderly, there may be several pairs \( (k, n) \) associated with the arrival time \( t_i \), i.e., several investors trading at the same time and/or the same investor trading in different currency pairs at the same time. We denote the set of such pairs by \( C_i = \{(k, n) \mid t_i^{k,n} = t_i \} \). The likelihood in (7) can then be rewritten as

\[ L(W; \theta) = \int_{\mathbb{R}^t} \prod_{i=1}^I \prod_{s=1}^S F_{s,k,n} \left( t_{N_k,n(t_i)}^{k,n}, t_i^{k,n}, \theta \right) \]

\[ \left( \vartheta_{s,k,n} \left( t_i^{k,n}, \lambda_i \right) \right) d\vartheta_{s,k,n} \rho \left( \lambda_i \mid t_i^{k,n} \right) d\lambda_i. \]  

As suggested by the model presentation above, there are several ways to model the likelihood function. One can either specify the likelihood function \( \mathcal{L} \) for the durations of the pooled process \( t_i^{k,n} \) directly, or the likelihood function \( \mathcal{L} \) based on the intensities of the \( s \) sub-processes \( t_i^{s,k,n} \) which generate the pooled process \( t_i^{k,n} \). Although in different ways, both approaches ultimately allow for inference on the durations \( \tau_i^{k,n} \) of the pooled process.

An attractive feature of intensity based modelling is that it accounts for changes in the values of time varying covariates during a duration in a very intuitive way since it is set up in continuous time. The duration based approach, which is a discrete time model can also account for time varying covariates (e.g., Lunde & Timmermann (2005)), but then the likelihood function has to be additionally adjusted (effectively this again amounts to adjusting the intensity to reflect the changes in the values of
the covariates). Furthermore, the intensity based approach allows for the characterization of the dynamic behavior of each of the $s$ sub-processes, whereas the duration approach considers the pooled process only. One possibility for modelling the duration based likelihood (6) is to adopt the stochastic conditional duration (SCD) approach of Bauwens & Veredas (2004), whereas likelihood (7) can be modelled by augmenting the stochastic conditional intensity (SCI) model of Bauwens & Hautsch (2006). We rely on the latter strategy and parameterize $\theta^{s,k,n}(t|\mathcal{F}_t^{-1}, \lambda_{N(t)+1})$ generally in the following way:

$$
\theta^{s,k,n}(t|\mathcal{F}_t^{-1}, \lambda_{N(t)+1}) = \left( b^{s,k,n}(t)S^{s,k,n}(t)\Psi^{s,k,n}(t|\mathcal{F}_t^{-1})(\lambda_{N(t)+1})^{\delta^{s,k,n}} \right) D^{s,k,n}(t). 
$$

Thereby $b^{s,k,n}(t)$ denotes a (possibly investor, currency pair or state dependent) baseline intensity, $S^{s,k,n}(t)$ – a deterministic seasonality function, $\Psi^{s,k,n}(t|\mathcal{F}_t^{-1})$ – an intensity component capturing the dynamic information processing, and $\delta^{s,k,n}$ is a parameter which controls for the impact of the latent component on the $s$-type intensity. In our application we need to take into account that after an action which sets the exposure in a given currency pair to zero, i.e. the position is closed completely, there is no possibility for a subsequent close. Hence, the intensity $\theta^{2,k,n}(t|\mathcal{F}_t^{-1}, \lambda_{N(t)+1})$ is zero in this case. We model this through the variable

$$
D^{s,k,n}(t) = \begin{cases} 
1 & \text{if } s = 1 \\
1 - d^{k,n}(t) & \text{if } s = 2,
\end{cases}
$$

where $d^{k,n}(t)$ denotes the dummy variable which takes on the value 1, if the previous arrival time is associated with a complete close of the position in the currency pair $k$ for investor $n$, and zero otherwise.

### 2.2 Model Parametrization

For the application we will parameterize the separate intensity components parsimoniously in the following way:

**Baseline Intensity & Individual Investor Specific Effects**

We assume that there are different baseline intensities for the different states and the individual investors, but that they are identical across currency pairs. That is we assume that

$$
b^{s,k,n}(t) = b^{s,n}(t) \quad \text{for } k = 1, \ldots, K \text{ and } n = 1, \ldots, N.
$$
In the application we use a multivariate Weibull specification of the following form:

$$b_{s,n}^n(t) = \exp(\omega_n^n) \prod_{r=1}^S u_{r,n}^r(t)^{\alpha_n^r-1} \quad \text{for } s = 1, \ldots, S,$$

where the location parameters $\omega_n^n$ are investor $n$ and state $s$ specific and the shape parameters $\alpha_n^s$ are assumed to be identical for all investors, but different across states. Thus, the individual investor effect allows for investor specific shifts of the intensity specification.

**Diurnal Seasonality and Weekend Effects**

The seasonality function $S_{s,k,n}^s(t)$ incorporates a diurnal seasonality component $\tilde{S}_{s,k,n}(t)$ and a weekend component $\tilde{W}_{s,k,n}(t)$ multiplicatively as

$$S_{s,k,n}^s(t) = \tilde{S}_{s,k,n}(t) \tilde{W}_{s,k,n}(t).$$

In order to capture the deterministic intraday seasonality pattern of the intensity processes we assume that

$$\tilde{S}_{s,k,n}(t) = \tilde{S}(t) \quad \text{for } k = 1, \ldots, K \text{ and } n = 1, \ldots, N.$$  

where

$$\tilde{S}(t) \equiv \tilde{S}(\nu, \tau(t), K) \equiv \exp \left( \nu_0 \tau(t) + \sum_{k=1}^K \nu_{2k-1} \sin(2\pi(2k-1)\tau(t)) + \nu_{2k} \cos(2\pi(2k)\tau(t)) \right)$$

which is an exponentially transformed Fourier flexible form with linear intraday time trend, where $\tau(t)$ denotes the intraday trading time standardized to $[0, 1]$ and $\nu$ is a $2K + 1$ dimensional parameter vector. To model the lower degree of trading activity on weekends, we specify $\tilde{W}(t)$ as

$$\tilde{W}(t) = \exp(\varpi D_W(t)),$$

where $\varpi$ denotes a scalar and $D_W(t)$ a weekend dummy, which is one during weekends and zero otherwise. According to this specification the intensity process is dampened for $\varpi < 0$, which is the effect that we expect, and amplified for $\varpi > 0$. Note that the seasonality component is neither state, currency nor investor specific, which is partly driven by the fact that we do not empirically observe large differences in the intra-day seasonality pattern for open and close arrival times and specific investor types (see Section 3) and by the fact that we want to obtain a parsimonious set of parameters.
Dynamics and Explanatory Variables

The dynamic structure and the influence of the explanatory variables is modelled through $\Psi^{s,k,n}(t|\mathcal{F}_t)$ in the autoregressive conditional intensity (ACI) fashion suggested by Russell (1999). Let $z^{s,k,n}_j$ denote the vector of all (time-varying) possibly investor, currency pair and state dependent covariates, where at least one covariate is updated at time $\tilde{t}^{s,k,n}_j$ with $j = 1, \ldots, J^{s,k,n}$. $M^{s,k,n}(t) = \sum_{j=1}^{J^{s,k,n}} 1_{\{\tilde{t}^{s,k,n}_j < t\}}$ is the corresponding left continuous counting function of the update times $\tilde{t}^{s,k,n}_j$. Furthermore, let $\{\tilde{t}^{s,k,n}_h\}$ denote the process resulting from the pooling of the process $\{t_i\}$ and the covariate process $\{\tilde{t}^{s,k,n}_j\}$, with $H^{s,k,n}(t) = \sum_{h=1}^{H^{s,k,n}} 1_{\{\tilde{t}^{s,k,n}_h \leq t\}}$ denoting the corresponding right continuous counting function. We assume that

$$\Psi^{s,k,n}(t|\mathcal{F}_{-t}) = \exp\left(\tilde{\Psi}^{s,k,n}_{\tilde{N}^{s,k,n}(t) + 1} + (z^{s,k,n}_{\tilde{M}^{s,k,n}(t)})' \gamma^{s,k,n}\right).$$

Note that $\tilde{\Psi}^{s,k,n}$ is indexed by $\tilde{N}^{s,k,n}(t) + 1$, which ensures that $\tilde{\Psi}^{s,k,n}$ is updated with the value of $\tilde{\Psi}^{s,k,n}_i$ directly after but excluding $\tilde{t}^{s,k,n}_i - 1$ and stays constant until and including $\tilde{t}^{s,k,n}_i$. The coefficient vector is denoted by $\gamma^{s,k,n}$. The vector $\tilde{\Psi}^{k,n}_i = (\tilde{\Psi}^{1,k,n}_i, \ldots, \tilde{\Psi}^{S,k,n}_i)'$ is parametrized multivariately as

$$\tilde{\Psi}^{k,n}_i = \sum_{s=1}^{S} \left( A^{s,k,n} \varepsilon^{k,n}_{i-1} + B^{k,n} \tilde{\Psi}^{k,n}_{i-1} \right) \tilde{t}^{s,k,n}_{i-1},$$

where generally $A^{s,k,n}$ is an $S \times 1$ parameter vector and $B^{k,n}$ is an $S \times S$ parameter matrix. In the application we assume that $A^{s,k,n} \equiv A^s$ is state but not investor and currency specific and that $B^{k,n} \equiv B$ does also not depend on the individual investor or the currency pair. Moreover, we restrict $B$ to be diagonal. The innovation term $\varepsilon^{k,n}_i$ is given by

$$\varepsilon^{k,n}_i = \sum_{s=1}^{S} \tilde{t}^{s,k,n}_{i-1} \varepsilon^{s,k,n}_i,$$

where

$$\varepsilon^{s,k,n}_i = -0.5772 - \ln \Theta^{s,k,n} \left( t^{s,k,n}_{i-1}, t^{s,k,n}_i | \tilde{\mathcal{F}}_{t^{s,k,n}_i}, \lambda_{\tilde{N}(t^{s,k,n}_i + 1)} \right), \quad (11)$$

in which the integrated intensity is computed as

$$\Theta^{s,k,n} \left( t^{s,k,n}_{i-1}, t^{s,k,n}_i | \tilde{\mathcal{F}}_{t^{s,k,n}_i}, \lambda_{\tilde{N}(t^{s,k,n}_i + 1)} \right) =$$

$$\sum_{h=H^{s,k,n}(t^{s,k,n}_i - 1)}^{H^{s,k,n}(t^{s,k,n}_i)} \int_{t^{s,k,n}_h}^{t^{s,k,n}_i} \theta^{s,k,n} \left( u | \tilde{\mathcal{F}}_u, \lambda_{\tilde{N}(u + 1)} \right) du. \quad (12)$$
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Note that the intensity is integrated between $t_{s,k,n}^{i-1}$ and $t_{s,k,n}^i$ piecewise, where the pieces are determined either by an arrival time $t_i$, which includes the arrival times $t_{k,n}^{i-1}$, or by an arrival time $\tilde{t}_{s,k,n}^i$. The innovation term in equation (11) is defined in that way, since $\Theta_{s,k,n}^{i-1, t_{s,k,n}^i | \tilde{F} - t_{s,k,n}^i, \lambda_{\sim N}(t_{s,k,n}^i)} \sim \text{i.i.d. Exp}(1)$ and hence

$$\ln \Theta_{s,k,n}^{i-1, t_{s,k,n}^i | \tilde{F} - t_{s,k,n}^i, \lambda_{\sim N}(t_{s,k,n}^i)} \sim \text{i.i.d. standard extreme value type I distribution with mean } -0.5772.$$

The survivor function $\bar{F}_{s,k,n}^{i-1, t_{k,n}^i | \tilde{F} - t_{k,n}^i, \lambda_{\sim N}(t_{k,n}^i)}$ in equation (7) is given by

$$\bar{F}_{s,k,n}^{i-1, t_{k,n}^i | \tilde{F} - t_{k,n}^i, \lambda_{\sim N}(t_{k,n}^i)} = \exp \left( -\Theta_{s,k,n}^{i-1, t_{k,n}^i | \tilde{F} - t_{k,n}^i, \lambda_{\sim N}(t_{k,n}^i)} \right),$$

where the integrated intensity is obtained piecewise according to equation (12).

**Latent Factor**

We assume that the dynamics of the latent factor are defined on the time scale $t_i$. This means the latent factor changes whenever there is an action of an investor in some currency pair. Since each intensity $\theta_{s,k,n}$ and each integrated intensity $\Theta_{s,k,n}$ depend on the current value of the latent factor, we induce at every time $t$ a contemporaneous correlation between all intensities $\theta_{s,k,n}$ through the latent factor. The magnitude of this possibly investor, currency pair or state dependent correlation is determined by the parameters $\delta_{s,k,n}$. The latent factor can therefore be interpreted as an unobservable time effect which affects the decisions (open, close) of all investors at every time $t$ by influencing the intensities of the corresponding processes. We can justify the existence of such an unobservable time effect in our model in several ways: i) (News) effects of news announcements, not modelled due to data limitations, ii) (Order Flow) buy or sell pressure from the interbank market, which we do not observe directly since we consider an internet trading platform or iii) (Herding) similar behavior of traders, due to similar interpretations of any kind of technical chart patterns or further information.

In our model we assume that the latent factor follows, conditional on $\tilde{F}_{t_i}$, a lognormal distribution:

$$\ln \lambda_i | \tilde{F}_{t_i} \sim \text{i.i.d. N}(\mu_i, 1)$$

where the dynamics is modelled through an AR(1) process

$$\ln \lambda_i = a \ln \lambda_{i-1} + \epsilon_i \quad \text{for} \quad i = 1, \ldots, I,$$
with $\epsilon_i \overset{i.i.d.}{\sim} N(0, 1)$. Let $l_i$ denote the log of the latent factor at $t_i$:

$$l_i \equiv \ln \lambda_i,$$

and let $L_i$ denote the history of the log latent factor up to and including $t_i$:

$$L_i = \{l_j\}_{j=1}^i.$$

With this specification, the (log) latent factor depends only on its own past, so we denote its conditional distribution by $p(l_i|L_{i-1})$. From equation (9) it follows that the influence of the log latent factor on the $s$ type intensity is given by $\delta_{s,k,n} \ln \lambda_i$, which we can denote by $\lambda_{i,s,k,n}$. Then we have that

$$\lambda_{i,s,k,n} = a\lambda_{i-1,s,k,n} + \delta_{s,k,n}\epsilon_i \quad \text{for} \quad i = 1, \ldots, I.$$

Therefore the variance of $\epsilon_i$ is set to unity, so that the conditional variance of $\lambda_{i,s,k,n}$ is equal to $(\delta_{s,k,n})^2$, which eases the interpretation of the parameter.\footnote{Note that this does not exclude the possibility that $\delta_{s,k,n}$ could be negative.}

In the application we consider two model specifications – an unrestricted one, in which the intrinsic intensity dynamic structure is both driven by the ACI dynamics and the latent factor dynamics, and a restricted one, which only relies on the latent factor dynamics but not on the ACI part (i.e. $A^s = 0, B = 0$), to check whether the dynamics can solely explained by the latent factor. A detailed description of the estimation of the panel intensity model is presented in Appendix A.

\section{Empirical Analysis}

\subsection{Data Description}

We analyze an activity dataset of 2120 investors trading on the Internet trading platform OANDA FXTrade for the period from 00:00:00 on 1\textsuperscript{st} October 2003 until 23:59:59 on 31\textsuperscript{st} October 2003.\footnote{A detailed description of the dataset is contained in Lechner & Nolte (2007) and Nolte (2006).} The investors can trade in up to 30 currency pairs, including the most active ones such as EUR/USD, GBP/USD, USD/CHF, EUR/JPY, USD/JPY, etc. Trades can be initiated by market orders, limit orders, stop-loss or take-profit orders. Additionally, a trader can cancel an order, modify an existing limit order or change the stop-loss or take-profit limits. In our analysis we will only consider those actions which either lead to opening a new position, changing an existing position, changing an existing position,
or closing a position. Those are market orders, executed limit orders, or executed stop-loss and take-profit orders.

Since the traders on OANDA FXTrade are rather heterogeneous with respect to their trading activity and volume, we classify them into 20 groups, each corresponding to 5% of the cumulative distribution (vingintiles) of total trading volume (in USD) over the period. Thus, the first group (the 0% - 5% bin) contains the traders with the smallest trading volume, and the last group (the 95% - 100% bin) contains the traders with the largest total trading volume. We require that each trader has at least 30 transactions and has been active in at least three currency pairs during the month, resulting in 46 investors for each group. From each group we choose 5 investors randomly for which we estimate the model. Table 1 contains descriptive statistics for the traders in each group.

<table>
<thead>
<tr>
<th>Bin</th>
<th>0% - 5%</th>
<th>10%</th>
<th>15%</th>
<th>20%</th>
<th>25%</th>
<th>30%</th>
<th>35%</th>
<th>40%</th>
<th>45%</th>
<th>50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real. P/L</td>
<td>0.67</td>
<td>3.13</td>
<td>-4.90</td>
<td>-26.67</td>
<td>-7.03</td>
<td>-5.47</td>
<td>-42.41</td>
<td>60.88</td>
<td>-90.94</td>
<td>96.33</td>
</tr>
<tr>
<td>Med. Tr. Vol.</td>
<td>22.57</td>
<td>85.43</td>
<td>378.70</td>
<td>489.46</td>
<td>188.38</td>
<td>783.92</td>
<td>1179.06</td>
<td>2736.42</td>
<td>3636.93</td>
<td>5045.84</td>
</tr>
<tr>
<td>Max. Tr. Vol.</td>
<td>154.08</td>
<td>413.41</td>
<td>2215.71</td>
<td>1211.17</td>
<td>3403.07</td>
<td>1996.05</td>
<td>5846.61</td>
<td>11.4T</td>
<td>8263.19</td>
<td>13.9T</td>
</tr>
<tr>
<td>Tot. Tr. Vol.</td>
<td>1828.44</td>
<td>9784.29</td>
<td>23.7T</td>
<td>39.4T</td>
<td>63.0T</td>
<td>92.1T</td>
<td>137.3T</td>
<td>187.8T</td>
<td>263.1T</td>
<td>361.1T</td>
</tr>
<tr>
<td>No. Tr.</td>
<td>72.00</td>
<td>298.40</td>
<td>64.00</td>
<td>100.80</td>
<td>672.00</td>
<td>134.80</td>
<td>213.20</td>
<td>442.60</td>
<td>249.60</td>
<td>195.60</td>
</tr>
<tr>
<td>No. op.</td>
<td>43.60</td>
<td>155.40</td>
<td>43.00</td>
<td>52.00</td>
<td>3403.07</td>
<td>1996.05</td>
<td>5846.61</td>
<td>11.4T</td>
<td>8263.19</td>
<td>13.9T</td>
</tr>
<tr>
<td>No. cl.</td>
<td>28.40</td>
<td>143.00</td>
<td>21.00</td>
<td>48.80</td>
<td>315.00</td>
<td>70.20</td>
<td>91.00</td>
<td>218.80</td>
<td>126.00</td>
<td>93.20</td>
</tr>
<tr>
<td>No. full cl.</td>
<td>14.60</td>
<td>44.80</td>
<td>13.60</td>
<td>33.60</td>
<td>41.00</td>
<td>43.60</td>
<td>37.80</td>
<td>43.60</td>
<td>73.00</td>
<td>72.60</td>
</tr>
</tbody>
</table>

Table 1: Descriptive statistics for the 20 investor groups. All figures are averages over the 5 investors within each group. All currency values have been converted to USD. Real. P/L stands for realized profit/loss, Tr. – for transaction, Vol. – for volume, op. – for open, cl. – for close, M ≜ Million and T ≜ Thousand.

Although we observe that the magnitude of the realized profit or loss increases over the groups, there is no evidence that bigger investors are more profitable than smaller ones. There is no clear pattern in the frequency of trading among the investor groups, which lies between 57.6 and 672 trades per investor per month for groups 17 and 5, respectively.

As a further descriptive tool for analyzing deterministic intradaily trading patterns, we estimate a Nadaraya-Watson kernel regression separately for opening and closing
trades. To check if there are differences among traders located in different areas we separate the traders into three groups: American traders with accounting currency USD or CAD, European traders with accounting currency EUR, CHF or GBP and Asian traders with accounting currency JPY or AUD.

**Figure 2:** Seasonality patterns of trader activity. Traders are assigned to each group according to their accounting currency: USD and CAD – America, EUR, CHF and GBP – Europe, and JPY and AUD – Asia. The x-axis denotes time of day in Eastern Standard Time. Each function is estimated by Nadaraya-Watson kernel regression with 1440 nodes (24 hours × 60 minutes).

It is evident from the figure that the diurnal seasonality pattern is similar across traders and transaction types (open or close). One general pattern emerges among all traders: a pronounced peak in activity from 8:30 to 10:00 EST and a minor peak at around 3:00 – 4:00 EST, which corresponds to 8:00 – 9:00 GMT. The peak at 23:00 EST for the traders with JPY or AUD as an accounting currency coincides with the after-lunch period in Tokyo (13:00). This pronounced similarity in the seasonality among all traders led us to use a common seasonality component in the intensity specification.
In addition to the activity data set from OANDA FXTrade we include in our analysis the bid-ask spreads for each of the 30 currency pairs from the interbank market provided by Olsen Financial Technologies.

3.2 Estimation Results

In this section we report the estimation results of the panel intensity model and evaluate its performance. A detailed discussion of the implications of the results in light of behavioral finance and market microstructure theory is relegated to section 4.

We estimate the model separately for each of the 20 investor groups and consider two model specifications – the fully specified version and the restricted version without ACI dynamics as described in Section 2.2.

The estimation results for the fully specified model for all 20 investor groups are collected in Appendix B in Tables 5 to 8. We have grouped the estimates into several categories: baseline intensity, latent factor, seasonality, dynamics and covariates. The covariates correspond to observable variables in the traders’ information sets, which can vary during the inter-event durations. In our specification we include the percentage bid-ask spread on the interbank market ($\gamma \cdot \text{spread}$), the current paper profit/loss in the currency pair ($\gamma \cdot \text{P/L}_1$), the paper profit/loss in the portfolio of all positions ($\gamma \cdot \text{P/L}_{\text{pf}}$) and volume ($\gamma \cdot \text{vol}$) into both the opening and closing intensity sub-processes. The paper profit/loss is computed as the potential profit or loss (denominated in USD) that would have been obtained, if the trader had decided to close his position at the prevailing market rates at each point of time. The portfolio paper profit/loss is the sum over the paper profit/losses of all open positions. The volume variable is computed as the standardized excess cumulative transaction volume and measures the relative exposure of the trader. Values larger than zero indicate that the trader has currently a higher-than-normal exposure. The first three covariates vary over the inter-event durations, while the volume variable does not and is only updated at the open and close event times.

Altogether, the coefficients for the baseline intensity for all groups and all investors result in a monotonically decreasing intensity, which implies that, ceteris paribus, the longer the periods of no activity, the lower the instantaneous probability for an open or close trade. The location parameters $\omega_n$ determine the individual intercept from which on the baseline intensity is monotonically decreasing. Across groups and investors, we do not observe any systematic relationships in the sense that the baseline open intensity is higher than the baseline close intensity or vice versa.

Although the shape of the seasonality pattern differs slightly across investor groups it
generally corresponds to the one resulting from the Nadaraya-Watson kernel regression and we refrain from plotting it again. The weekend dummy is significantly negative for all groups which is in line with the lower trading activity during the weekends. The parameters for the impact of the latent factor $a$, $\delta^o$, and $\delta^c$ are jointly highly significant for all 20 investor groups. Whereas the impact parameters $\delta^o$ are always greater and $\delta^c$ are always smaller than than zero, the autoregressive parameter $a$ shows no systematic pattern regarding its sign. In absolute value $a$ is always smaller than one, which ensures a stationary AR(1) process for the latent factors. For groups with negative $a$ the latent factor might capture effects induced by alternating open and close trades, whereas for groups with positive $a$ the latent factor might instead capture a kind of habit persistence or momentum in the open and close trading pattern. This interpretation has limited significance, since the latent factor evolves over the pooled process of all investor and currency specific open and close sub-processes, so that no clear implication for the trading dynamics of the individual and even for the groups of investors can be derived. It should be noted, however, that for $a > 0$ indicates a clustering of open and close transactions, while $a < 0$ captures an alternating open-close pattern.

The autoregressive parameters $A^s$ and $B$ in the ACI specification vary considerably across investor groups and additionally capture differences in trading patterns. In order to check whether the specification of the dynamic structure contributes significantly to the model fit, we conduct likelihood ratio tests, reported in Table 2. With the exception of group 14, all tests strongly suggest that the ACI part of the model is necessary for capturing the dynamics of the trading process and that we should not rely solely on the latent factor induced dynamics.

The goodness-of-fit of the models is evaluated by comparing properties of the “raw” inter-event durations, to the model residuals. In an intensity-based framework, the integrated intensities (see equation (12)) can be considered as generalized residuals.

<table>
<thead>
<tr>
<th>Obs.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-Stat</td>
<td>43.4607</td>
<td>41.8214</td>
<td>15.4502</td>
<td>20.9203</td>
<td>331.4957</td>
<td>50.7861</td>
<td>26.9222</td>
<td>200.6408</td>
<td>67.7635</td>
<td>35.4323</td>
</tr>
<tr>
<td>p-value</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0170</td>
<td>0.0019</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Table 2: Test statistics and p-values for the likelihood ratio test for the full model specification against the restricted model specification without ACI dynamics. The test statistic is asymptotically $\chi^2_6$-distributed.

The goodness-of-fit of the models is evaluated by comparing properties of the “raw” inter-event durations, to the model residuals. In an intensity-based framework, the integrated intensities (see equation (12)) can be considered as generalized residuals.
which under the correct model specification should be i.i.d exponentially distributed with mean 1. The goodness-of-fit diagnostics, are given in Tables 3 and 4. While we still detect a slight over-dispersion of the residuals, which indicates some degree of misspecification, also evident in the QQ-plots in Figures 3 and 4, the dynamic properties of the inter-event durations are captured quite reasonably by the model. This is confirmed by the Ljung-Box test and the Brock, Dechert & Scheinkman (1987) (BDS) test. We observe that the Ljung-Box statistics of the generalized residual series decrease considerably in comparison to those of the raw data series in the majority of cases. The same observation also holds for the BDS test statistics, which not merely tests for uncorrelatedness but for i.i.d.ness. Possibilities for improving the model fit are to consider alternative baseline intensity functions, richer ACI specifications and additional latent factors with the aim for allowing for a broader set of individual and currency-specific effects.
<table>
<thead>
<tr>
<th></th>
<th>open</th>
<th>close</th>
<th>open</th>
<th>close</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>raw</td>
<td>res</td>
<td>raw</td>
<td>res</td>
</tr>
<tr>
<td>mean</td>
<td>2629.40</td>
<td>0.95</td>
<td>6320.46</td>
<td>0.97</td>
</tr>
<tr>
<td>std</td>
<td>4381.64</td>
<td>1.22</td>
<td>7399.81</td>
<td>1.01</td>
</tr>
<tr>
<td>LB(20)</td>
<td>92.11</td>
<td>19.10</td>
<td>15.88</td>
<td>18.84</td>
</tr>
<tr>
<td>BDS(m=2)</td>
<td>2.68</td>
<td>-1.70</td>
<td>0.93</td>
<td>0.03</td>
</tr>
<tr>
<td>BDS(m=3)</td>
<td>3.42</td>
<td>-0.81</td>
<td>0.91</td>
<td>1.44</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>open</th>
<th>close</th>
<th>open</th>
<th>close</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>raw</td>
<td>res</td>
<td>raw</td>
<td>res</td>
</tr>
<tr>
<td>mean</td>
<td>2056.35</td>
<td>0.98</td>
<td>2420.03</td>
<td>0.98</td>
</tr>
<tr>
<td>std</td>
<td>3247.73</td>
<td>1.22</td>
<td>3905.75</td>
<td>0.97</td>
</tr>
<tr>
<td>LB(20)</td>
<td>442.36</td>
<td>31.22</td>
<td>590.52</td>
<td>9.40</td>
</tr>
<tr>
<td>BDS(m=2)</td>
<td>2.12</td>
<td>0.43</td>
<td>1.24</td>
<td>-2.43</td>
</tr>
<tr>
<td>BDS(m=3)</td>
<td>3.97</td>
<td>1.00</td>
<td>4.03</td>
<td>-2.17</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>open</th>
<th>close</th>
<th>open</th>
<th>close</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>raw</td>
<td>res</td>
<td>raw</td>
<td>res</td>
</tr>
<tr>
<td>mean</td>
<td>1394.30</td>
<td>0.97</td>
<td>7658.27</td>
<td>1.07</td>
</tr>
<tr>
<td>std</td>
<td>4662.74</td>
<td>1.05</td>
<td>10510.56</td>
<td>1.47</td>
</tr>
<tr>
<td>LB(20)</td>
<td>91.52</td>
<td>18.55</td>
<td>16.76</td>
<td>20.58</td>
</tr>
<tr>
<td>BDS(m=2)</td>
<td>3.97</td>
<td>-0.94</td>
<td>2.21</td>
<td>-1.56</td>
</tr>
<tr>
<td>BDS(m=3)</td>
<td>5.11</td>
<td>-0.84</td>
<td>2.75</td>
<td>-2.39</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>open</th>
<th>close</th>
<th>open</th>
<th>close</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>raw</td>
<td>res</td>
<td>raw</td>
<td>res</td>
</tr>
<tr>
<td>mean</td>
<td>1257.58</td>
<td>1.06</td>
<td>1822.85</td>
<td>1.07</td>
</tr>
<tr>
<td>std</td>
<td>3039.02</td>
<td>1.37</td>
<td>83.69</td>
<td>27.30</td>
</tr>
<tr>
<td>LB(20)</td>
<td>62.79</td>
<td>18.85</td>
<td>42.70</td>
<td>10.66</td>
</tr>
<tr>
<td>BDS(m=2)</td>
<td>9.07</td>
<td>0.20</td>
<td>2.47</td>
<td>0.27</td>
</tr>
<tr>
<td>BDS(m=3)</td>
<td>13.79</td>
<td>0.37</td>
<td>6.36</td>
<td>-0.56</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>open</th>
<th>close</th>
<th>open</th>
<th>close</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>raw</td>
<td>res</td>
<td>raw</td>
<td>res</td>
</tr>
<tr>
<td>mean</td>
<td>741.23</td>
<td>0.94</td>
<td>1035.98</td>
<td>1.17</td>
</tr>
<tr>
<td>std</td>
<td>2014.63</td>
<td>1.15</td>
<td>2804.00</td>
<td>2.12</td>
</tr>
<tr>
<td>LB(20)</td>
<td>367.85</td>
<td>21.01</td>
<td>620.39</td>
<td>75.31</td>
</tr>
<tr>
<td>BDS(m=2)</td>
<td>7.81</td>
<td>16.76</td>
<td>402.75</td>
<td>15.95</td>
</tr>
<tr>
<td>BDS(m=3)</td>
<td>10.53</td>
<td>2.19</td>
<td>12.10</td>
<td>5.33</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>open</th>
<th>close</th>
<th>open</th>
<th>close</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>raw</td>
<td>res</td>
<td>raw</td>
<td>res</td>
</tr>
<tr>
<td>mean</td>
<td>796.68</td>
<td>1.03</td>
<td>2519.78</td>
<td>1.11</td>
</tr>
<tr>
<td>std</td>
<td>2536.52</td>
<td>1.09</td>
<td>6807.16</td>
<td>1.35</td>
</tr>
<tr>
<td>LB(20)</td>
<td>367.85</td>
<td>21.01</td>
<td>620.39</td>
<td>75.31</td>
</tr>
<tr>
<td>BDS(m=2)</td>
<td>7.81</td>
<td>16.76</td>
<td>402.75</td>
<td>15.95</td>
</tr>
<tr>
<td>BDS(m=3)</td>
<td>10.53</td>
<td>2.19</td>
<td>12.10</td>
<td>5.33</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>open</th>
<th>close</th>
<th>open</th>
<th>close</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>raw</td>
<td>res</td>
<td>raw</td>
<td>res</td>
</tr>
<tr>
<td>mean</td>
<td>796.68</td>
<td>1.03</td>
<td>2519.78</td>
<td>1.11</td>
</tr>
<tr>
<td>std</td>
<td>2536.52</td>
<td>1.09</td>
<td>6807.16</td>
<td>1.35</td>
</tr>
<tr>
<td>LB(20)</td>
<td>367.85</td>
<td>21.01</td>
<td>620.39</td>
<td>75.31</td>
</tr>
<tr>
<td>BDS(m=2)</td>
<td>7.81</td>
<td>16.76</td>
<td>402.75</td>
<td>15.95</td>
</tr>
<tr>
<td>BDS(m=3)</td>
<td>10.53</td>
<td>2.19</td>
<td>12.10</td>
<td>5.33</td>
</tr>
</tbody>
</table>

Table 3: Diagnostics for the raw and the residual series of the open and close sub-processes for investor groups 1 to 10. The series are pooled over currency pairs and investors. LB $\triangleq$ Ljung-Box test statistic, BDS(m=embedding dimension) $\triangleq$ Brock-Dechert-Scheinkman test statistic $\sim N(0, 1)$. 
<table>
<thead>
<tr>
<th></th>
<th>open</th>
<th>close</th>
<th>open</th>
<th>close</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>raw</td>
<td>res</td>
<td>raw</td>
<td>res</td>
</tr>
<tr>
<td><strong>mean</strong></td>
<td>1709.38</td>
<td>0.98</td>
<td>2616.93</td>
<td>1.09</td>
</tr>
<tr>
<td><strong>std</strong></td>
<td>3711.85</td>
<td>1.19</td>
<td>5746.79</td>
<td>1.08</td>
</tr>
<tr>
<td>LB(20)</td>
<td>81.17</td>
<td>31.59</td>
<td>163.06</td>
<td>24.20</td>
</tr>
<tr>
<td>LB(50)</td>
<td>90.77</td>
<td>69.42</td>
<td>194.31</td>
<td>63.05</td>
</tr>
<tr>
<td>BDS(m=2)</td>
<td>3.73</td>
<td>-0.93</td>
<td>6.52</td>
<td>0.33</td>
</tr>
<tr>
<td>BDS(m=3)</td>
<td>3.61</td>
<td>-0.28</td>
<td>7.51</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>mean</strong></td>
<td>1080.27</td>
<td>1.11</td>
<td>1537.19</td>
<td>1.14</td>
</tr>
<tr>
<td><strong>std</strong></td>
<td>2694.14</td>
<td>1.14</td>
<td>3567.52</td>
<td>1.23</td>
</tr>
<tr>
<td>LB(20)</td>
<td>542.39</td>
<td>10.73</td>
<td>221.85</td>
<td>23.16</td>
</tr>
<tr>
<td>LB(50)</td>
<td>747.79</td>
<td>26.58</td>
<td>339.38</td>
<td>52.58</td>
</tr>
<tr>
<td>BDS(m=2)</td>
<td>5.65</td>
<td>0.85</td>
<td>0.66</td>
<td>-0.41</td>
</tr>
<tr>
<td>BDS(m=3)</td>
<td>10.00</td>
<td>1.44</td>
<td>5.10</td>
<td>-0.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>mean</strong></td>
<td>1075.93</td>
<td>1.02</td>
<td>1597.24</td>
<td>1.01</td>
</tr>
<tr>
<td><strong>std</strong></td>
<td>2682.35</td>
<td>1.13</td>
<td>3794.64</td>
<td>1.10</td>
</tr>
<tr>
<td>LB(20)</td>
<td>80.11</td>
<td>15.43</td>
<td>85.67</td>
<td>37.45</td>
</tr>
<tr>
<td>LB(50)</td>
<td>133.46</td>
<td>52.52</td>
<td>119.72</td>
<td>63.65</td>
</tr>
<tr>
<td>BDS(m=2)</td>
<td>3.49</td>
<td>0.69</td>
<td>2.42</td>
<td>-0.23</td>
</tr>
<tr>
<td>BDS(m=3)</td>
<td>3.66</td>
<td>2.05</td>
<td>4.68</td>
<td>-0.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>mean</strong></td>
<td>2165.60</td>
<td>1.02</td>
<td>2997.55</td>
<td>0.98</td>
</tr>
<tr>
<td><strong>std</strong></td>
<td>3578.10</td>
<td>0.95</td>
<td>5369.43</td>
<td>0.96</td>
</tr>
<tr>
<td>LB(20)</td>
<td>25.37</td>
<td>24.31</td>
<td>34.30</td>
<td>17.33</td>
</tr>
<tr>
<td>LB(50)</td>
<td>59.71</td>
<td>48.71</td>
<td>77.14</td>
<td>49.56</td>
</tr>
<tr>
<td>BDS(m=2)</td>
<td>-1.00</td>
<td>-1.69</td>
<td>-1.44</td>
<td>0.66</td>
</tr>
<tr>
<td>BDS(m=3)</td>
<td>-1.42</td>
<td>-1.59</td>
<td>-1.61</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>mean</strong></td>
<td>763.44</td>
<td>1.01</td>
<td>1124.73</td>
<td>1.02</td>
</tr>
<tr>
<td><strong>std</strong></td>
<td>1965.08</td>
<td>1.24</td>
<td>2857.06</td>
<td>1.16</td>
</tr>
<tr>
<td>LB(20)</td>
<td>406.87</td>
<td>45.67</td>
<td>209.81</td>
<td>17.08</td>
</tr>
<tr>
<td>LB(50)</td>
<td>553.00</td>
<td>64.93</td>
<td>323.15</td>
<td>51.71</td>
</tr>
<tr>
<td>BDS(m=2)</td>
<td>9.54</td>
<td>2.19</td>
<td>9.39</td>
<td>1.40</td>
</tr>
<tr>
<td>BDS(m=3)</td>
<td>10.62</td>
<td>2.61</td>
<td>10.72</td>
<td>1.17</td>
</tr>
</tbody>
</table>

Table 4: Diagnostics for the raw and the residual series of the open and close sub-processes for investor groups 11 to 20. The series are pooled over currency pairs and investors. LB \( \triangleq \) Ljung-Box test statistic, BDS(m=embedding dimension) \( \triangleq \) Brock-Dechert-Scheinkman test statistic \( \sim N(0,1) \).
Figure 3: Quantile-Quantile plots of open sub-process residual series against the unit exponential distribution. The plots correspond from the upper left panel to the lower right one to investor groups 1 to 20.
Figure 4: Quantile-Quantile plots of close sub-process residual series against the unit exponential distribution. The plots correspond from the upper left panel to the lower right one to investor groups 1 to 20.
4 Behavioral Finance and Market Microstructure Implications

In this section we discuss the estimation results stated in Appendix B in Tables 5 to 8 for all 20 investor groups in light of market microstructure and behavioral finance theories. Overall, the obtained results related to the interpretation of the explanatory variables – spread, single position profit/loss, portfolio profit/loss and volume – are very robust to the choice of full or restricted model specification which underpins the validity of the derived effects.

The proposed panel intensity model allows us to view the disposition effect and investors’ overconfidence from a broader perspective than in the literature cited in the Introduction by focusing on the individual trader micro-level and considering the timing of trading decisions as central to the analysis. After all, the disposition effect is explicitly defined as a time effect, for the analysis of which our framework is perfectly suited. Main advantages of the model are its ability to include observable individual heterogeneity through individual fixed effects and time-varying covariates describing the investors’ information set as well as to account for unobservable time-varying effects through the latent factor. In our framework, investor overconfidence is modelled alongside the disposition effect while controlling for market liquidity, which allows us to disentangle the impacts of these behavioral biases on individual trading patterns. Furthermore, we analyze to which degree the portfolio profit/loss affects trading decisions in the separate currency pairs and amplifies or dampens the security-specific disposition effects. The partitioning of the population of investors into groups enables us to analyze the differences in the degree to which certain groups are prone to behavioral biases.

We follow the literature and measure overconfidence by standardized excess cumulative trading volume. Although excess volume might not be the perfect measure of overconfidence, we consider it to be a rather good proxy, which is motivated by the overwhelming theoretical and empirical evidence cited above. Thus, we interpret trading volume in excess of the standardized average as a sign of investor overconfidence. We include the percentage bid-ask spread as a control variable to capture the impact of market liquidity or uncertainty, which might otherwise be solely reflected in the trading volume. The disposition effect is directly analyzed by means of the paper profit/loss in the single position.

In Figure 5 we plot the parameters for the percentage bid-ask spread, the single position paper profit/loss, the portfolio paper profit/loss and the standardized excess
cumulative trading volume for the both open and close intensity sub-processes and across the 20 investor groups, ordered on the x-axis. The solid dots represent the estimated coefficients (with the corresponding 95% confidence intervals). The solid line is the OLS regression fit through the estimated coefficients.
Figure 5: Parameter estimates for the single position paper profit/loss, the portfolio paper profit/loss, the standardized excess cumulative transaction volume and the percentage bid-ask spread for both open and close intensity sub-processes across the 20 investor groups, ordered on the x-axis. The solid dot represents the estimated coefficient and the bars represent the 95% confidence bounds. The solid line is the OLS regression fit through the estimated coefficients.
We first focus on the upper-row panel illustrating the impact of the paper profit/loss in the single position ($\gamma_{P/L}$) on the open and close intensities. In general, we observe that the coefficients on the opening intensity are negative, while those for the closing intensity are positive. Moreover, while there is no trend for the open sub-process, the impact of the variable on the closing intensity is decreasing, the larger the investors in the group. A positive sign of the coefficient for the closing intensity implies that the higher the profit (loss), the higher (lower) the intensity to close the position. Thus, we find strong evidence for the presence of a disposition effect for small investors which diminishes as investors become larger. This is in line with the findings of Shapira & Venezia (2001), Dhar & Zhu (2006), Goetzmann & Massa (2004) and Chen et al. (2007) stated above. The coefficient for the open intensity cannot be interpreted in light of the narrow definition of the disposition effect, which only considers the relative propensity to realize profits compared to losses, restricting the analysis to closing events. The prospect theory of Kahneman & Tversky (1979) is a more general concept, which describes an investor as being risk averse when winning, and risk seeking when losing. This implies that an investor would be less willing to increase his exposure as his position becomes more profitable. The negative coefficients for the open intensity are perfectly consistent with such behavior, and hence allow for a more general interpretation of the disposition effect.

The second-row panel depicts the influence of the paper profit/loss in the portfolio of positions ($\gamma_{P/L, pf}$) on both intensities. This variable can be considered as a complementary decision factor, which sheds new light on traders’ behavior and the disposition effect. While the impact on the open intensity is ambiguous and often insignificant, the larger investors are significantly influenced by the success of their total portfolio in their decision to close positions. We find that these investors tend to close each of their positions faster when their portfolio is generating profits which indicates that these more sophisticated investors employ a broader portfolio investment strategy. Contrary to this, smaller investors seem to be narrow framed and oblivious to the dependencies between their positions in the portfolio. This effect cannot be attributed to smaller investors holding only a single position, as the groups have been selected so that all traders are invested in at least three currency pairs. From a different perspective, these findings can be interpreted as a higher level of disposition effect to which larger investors are more susceptible.

The plots in the third-row panel present strong evidence in support of the presence of overconfident behavior. We observe very clearly that standardized excess trading volume ($\gamma_{vol}$) has a positive influence on the further open intensity and a negative
impact on the closing intensity. This pattern is very robust over all 20 investor groups and perfectly in line with the presumption that overconfidence generates more trading activity. The results imply that overconfidence not only leads to more trading, but also to longer holding periods, since the open intensity increases while the closing intensity decreases, thus implying a systematic increase in the exposure to currency risk. We consider this an interesting finding, which can only be verified in a model framework, in which time plays a central role. Such risk-taking behavior can be interpreted as a facet of the concept of illusion of self-control (c.f. Langer (1975), Barber & Odean (2001b)) or as existence of an anchoring effect (c.f. Slovic & Lichtenstein (1971), Kahneman (1992)).

From a more general perspective, we observe that overconfidence implies clusters of high risk exposures on the individual trader level. This opens avenues for further research on the relationship between trading behavior on the micro-level and market-wide phenomena, such as volatility clustering, pervasive in all financial markets.

Concerning the last-row panel of the figure, the spread coefficients \((\gamma_{spread})\) are largely insignificant, and the only conclusion we draw is that the largest four investor groups exhibit a negative predisposition to close positions when spreads are wide.

Overall our results are consistent with the theoretical and empirical findings for the disposition effect and overconfidence as well as the discrimination of these effects across different groups of investors. The novelty of the proposed modeling framework is that it highlights the importance of the time dimension, the separate open and close intensity processes, individual heterogeneity and allows for a joint analysis of complex individual trading strategies in light of behavioral finance theories. The proposed approach delivers new insights into the study of behavioral biases, by allowing us to adopt a more general interpretation of the prospect theory. The inclusion of the portfolio profit/loss opens new avenues for the investigation and interpretation of the disposition effect and the analysis of trading patterns.
5 Conclusion

In this paper we propose an econometric model for the analysis of complex trading activity datasets within an intensity based framework. Such datasets contain very detailed information about the trading history of single traders, and provide more insights into the market microstructure and investors’ trading behavior beyond the informational content of typical high-frequency datasets. From an econometric point of view, analyzing activity datasets is rather challenging, due to their multidimensional panel structure spanning time, types of trading activity, securities and investors, and irregularly spaced observations. The model developed in the paper, is suited to cope with this data structure.

An attractive feature of the intensity-based framework is its flexibility in terms of capturing the impact of observable time-varying covariates on the underlying processes. Since not all information can be observed, however, we include a latent factor in the model which is responsible for capturing hidden correlation structures. We estimate the panel intensity model adopting the efficient importance sampling algorithm of Richard & Zhang (2007).

The model is applied to a trading activity dataset from OANDA FXTrade in order to analyze the trading behavior of different groups of investors, categorized according to their investment turnover. The beauty of the methodology is that time plays the central role, which allows us to draw immediate conclusions with respect to behavioral biases influencing the timing of investment decisions, such as the disposition effect.

We find that the standard disposition effect is complemented by the impact of the total portfolio performance on the length of investment periods. The joint modelling of the processes leading to opening and closing financial positions allows for a broader interpretation of the disposition effect in light of the prospect theory of Kahneman & Tversky (1979). Apart from new insights into the disposition effect, the model delivers detailed insights into investors’ overconfidence, which we find to lead to clustering of trades and to longer holding periods.

The obtained results are very robust to the model parametrization and the quality of the fit is reasonable. The suggested model, however, can be extended in several directions: inclusion of individual and/or currency specific effects in further components of the intensity specification, a richer ACI dynamics specification, more flexible baseline intensity parameterizations and additional and/or different dynamics for the latent factor process. Furthermore, the model can be extended to account for the different order types used to open or close positions.
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A Appendix: Estimation

We consider the explicit form and the estimation of the parameters in the likelihood function. Let \( W \) denote the set of data matrices \( W^{k,n} \) for each currency pair \( k = 1, \ldots, K \) and investor \( n = 1, \ldots, N \) where the \( i^{th} \) row of \( W^{k,n}, w_i^{k,n} \), consists of the following data:

\[
w_i^{k,n} = (t_i^{k,n}, d_i^{1,k,n}, \ldots, d_i^{S,k,n}), \quad \text{with } i = 1, \ldots, I^{k,n}.
\]

With \( W_i^{k,n} \) we denote the history of \( w_i^{k,n} \) up to and including \( t_i^{k,n} \), i.e.:

\[
W_i^{k,n} = \{w_j^{k,n}\}_{j=1}^i.
\]

Furthermore, let \( \hat{Z}_i^{k,n} \) for \( k = 1, \ldots, K \) and \( n = 1, \ldots, N \) denote the set consisting of the following time-varying covariate data:

\[
\hat{Z}_i^{k,n} = \{\{z_j^{1,k,n} | j = 1, \ldots, M_i^{1,k,n}(t_i^{k,n})\}, \ldots, \{z_j^{S,k,n} | j = 1, \ldots, M_i^{S,k,n}(t_i^{k,n})\}\}.
\]

Recall that the likelihood function of our model is given by

\[
L(W; \theta) = \int_{\mathbb{R}^t} \prod_{n=1}^N \prod_{k=1}^K \prod_{i=1}^{I^{k,n}} \prod_{s=1}^S \mathbb{F}(s,k,n) \left( t_i^{k,n}, t_i^{k,n} \mid \hat{S}_i^{k,n}, \hat{\Lambda}(t_i^{k,n}+1) \right) \left( \theta_{s,k,n} \left( t_i^{k,n} \mid \hat{S}_i^{k,n}, \hat{\Lambda}(t_i^{k,n}+1) \right) \right) d\theta_{s,k,n} \rho(\hat{\Lambda}(t_i^{k,n}+1) \mid \hat{S}_i^{k,n}) d\Lambda
\]

\[
= \int_{\mathbb{R}^t} \prod_{n=1}^N \prod_{k=1}^K \prod_{i=1}^{I^{k,n}} \prod_{s=1}^S \mathbb{F}(s,k,n) \left( t_i^{k,n}, t_i^{k,n} \mid \hat{S}_i^{k,n}, \exp(l_N(t_i^{k,n})) \right) \left( \theta_{s,k,n} \left( t_i^{k,n} \mid \hat{S}_i^{k,n}, \exp(l_N(t_i^{k,n})) \right) \right) d\theta_{s,k,n} \rho(l_N(t_i^{k,n}) \mid L_N(t_i^{k,n})-1) dL
\]

\[
= \int_{\mathbb{R}^t} \prod_{i=1}^I \prod_{c_i} \prod_{s=1}^S \mathbb{F}(s,k,n) \left( t_i^{k,n}, t_i^{k,n} \mid \hat{S}_i^{k,n}, \exp\left( -\frac{(l_i - \mu_i)^2}{2} \right) \right) \frac{1}{\sqrt{2\pi}} d\theta_{s,k,n}
\]

where \( L = \ln \Lambda \) and the second equality follows from a change of the variable \( \lambda \) to \( l \).

Using the datasets defined above, the likelihood function can be rewritten as

\[
L(W; \theta) = \int_{\mathbb{R}^t} \prod_{i=1}^I \prod_{c_i} g_{N^{k,n}(t_i)} \left( t_i^{k,n}, \hat{Z}_i^{k,n}(t_i) \right) p(l_i \mid L_i-1) dL
\]

\[
= \int_{\mathbb{R}^t} \prod_{i=1}^I \prod_{c_i} \varphi_{N^{k,n}(t_i)} \left( t_i^{k,n}, l_i \mid \hat{Z}_i^{k,n}(t_i) \right) dL, \quad (13)
\]
where \( g^{k,n} \) denotes the product of the survivor and the intensity functions, \( p \) the density of the conditional normal distribution and \( \varphi^{k,n} \) the resulting corresponding joint conditional density. Since this likelihood involves the computation of an \( I \)-dimensional integral, we employ the Efficient Importance Sampling (EIS) technique of Lissenfeld & Richard (2003), which has been used for estimating stochastic conditional intensity models by Bauwens & Hautsch (2006). The EIS technique is based on simulation of the likelihood function (13) which can be rewritten as

\[
\mathcal{L}(W; \theta) = \int_{\mathbb{R}^+} \prod_{i=1}^I \varphi^{k,n} \left( w^{k,n}_{Nk,n(t_i)}, l_i|W_{Nk,n(t_i)-1}, L_{i-1}, \tilde{Z}^{k,n}_{Nk,n(t_i)} \right) \frac{m(l_i|L_{i-1}, \phi_i)}{\prod_{i=1}^I \prod_{i} m(l_i|L_{i-1}, \phi_i)} dL,
\]

where \( m(l_i|L_{i-1}, \phi_i) \) is a sequence of auxiliary importance samplers which are used to draw a trajectory of the latent factor, given some additional parameters \( \phi_i \) of the sampler. The estimation then proceeds by generating \( R \) trajectories of the latent factor and averaging over the draws

\[
\mathcal{L}_R(W; \theta) = \frac{1}{R} \sum_{r=1}^R \prod_{i=1}^I \prod_{i} \varphi^{k,n} \left( w^{k,n}_{Nk,n(t_i)}, l_i^{(r)}|W_{Nk,n(t_i)-1}, L_{i-1}^{(r)}, \tilde{Z}^{k,n}_{Nk,n(t_i)} \right) \frac{m(l_i^{(r)}|L_{i-1}^{(r)}, \phi_i)}{\prod_{i=1}^I \prod_{i} m(l_i^{(r)}|L_{i-1}^{(r)}, \phi_i)},
\]

(14)

where the bracketed superscript \( r \) indicates the values of the corresponding variable or set for the \( r \)-th repetition. The idea of the EIS approach is to find the values of the parameters \( \phi_i \) for \( i = 1, \ldots, I \) such that the sampling variance of \( \mathcal{L}_R(W; \theta) \) is minimized. For ease of illustration denote the numerator in equation (14) by \( \varphi(W, L^{(r)}|\theta) = g(W|L^{(r)}, \theta)p(L^{(r)}) \), where the generic parameter vector \( \theta \) appears now, and the denominator by \( m(L^{(r)}|\phi) \). A more elaborate presentation can be found in Richard & Zhang (2007). The sampling variance of \( \mathcal{L}_R(W; \theta) \) is given by

\[
V(\mathcal{L}_R(W; \theta)) = \frac{\mathcal{L}(W; \theta)}{R} \frac{1}{\mathcal{L}(W; \theta)} \mathcal{V} \left( \varphi(W, L^{(r)}|\theta) \right) = \frac{\mathcal{L}(W; \theta)}{R} \frac{1}{\mathcal{L}(W; \theta)} \int_{\mathbb{R}^+} \left( \frac{\varphi(W, L|\theta)}{m(L|\phi)} - \mathcal{L}(W; \theta) \right) m(L|\phi) dL \ (15)
\]

If we are able to choose \( \phi \) such that \( m(L|\phi) = \varphi(W, L|\theta) \) the sampling variance would be zero. Since this case is very unrealistic the aim is to find \( \phi \) such that \( m(L|\phi) \) is very close to \( \varphi(W, L|\theta) \) under the restriction that \( m(L|\phi) \) is analytically integrable.
Furthermore $m(L|\phi)$ can be decomposed into

$$m(L|\phi) = \frac{k(L, \phi)}{\chi(\phi)}$$ (16)

where $k(L, \phi)$ and $\chi(\phi) = \int_{\mathbb{R}^+} k(L, \phi)dL$ can either be interpreted as joint and marginal density or as kernel and integration constant. Defining $d(L; \varphi, \theta)$ as

$$d(L; \varphi, \theta) = \ln \left( \frac{\varphi(W, L|\theta)}{\mathcal{L}(W; \theta)m(L|\phi)} \right)$$ (17)

and defining $h(x)$ as

$$h(x) = \exp(\sqrt{x}) + \exp(-\sqrt{x}) - 2$$ (20)

allows to rewrite equation (15) as

$$V(\mathcal{L}_R(W; \theta)) = \mathcal{L}(W; \theta) R \int_{\mathbb{R}^+} h((d(L; \phi, \theta)^2) \varphi(W, L|\theta)dL.$$ (21)

This equation defines a nonlinear Generalized Least Squares problem in $\phi$, since $h$ is monotone and convex on $\mathbb{R}^+$. The power series representation of $h$ is given by

$$h(x) = \sum_{i=1}^{\infty} \frac{x^i}{(2i)!}$$ (22)

Using the series expansion of order one for $h$, which is $h(x) = x$ equation (21) simplifies to

$$V(\mathcal{L}_R(W; \theta)) = \frac{\mathcal{L}(W; \theta)}{R} \int_{\mathbb{R}^+} d(L; \phi, \theta)^2 \varphi(W, L|\theta)dL,$$ (23)

and the minimization problem becomes

$$\hat{\phi}(\theta) = \arg\min_{\phi} \int_{\mathbb{R}^+} d(L; \phi, \theta)^2 \varphi(W, L|\theta)dL$$

$$= \arg\min_{\phi} \int_{\mathbb{R}^+} d(L; \phi, \theta)^2 g(W|L, \theta)p(L)dL$$ (24)

The integral in equation (24) is computed by its Monte Carlo proxy given by

$$\frac{1}{R} \sum_{r=1}^{R} d(L^{(r)}; \phi, \theta)^2 g(W|L^{(r)}, \theta)$$
where $L^{(r)}$ denote trajectories of length $I$ sampled from the initial sampler $p$ and $\hat{\phi}(\theta)$ is determined based on this approximation. Since the $L^{(r)}$ generate a high variance of $g$ Richard & Zhang (2007) propose to drop the weight function $g$ from the equation and compute $\hat{\phi}(\theta)$ on the basis of the unweighted problem. Therefore the minimization problem is given by

$$\hat{\phi}(\theta) = \text{argmin}_\phi \sum_{r=1}^{R} d(L^{(r)}; \phi, \theta)^2. \quad (25)$$

Writing $d(L^{(r)}; \phi, \theta)$ explicitly yields

$$d(L^{(r)}; \phi, \theta) = \ln \left( \frac{\prod_{i=1}^{I} \prod_{C_i} \varphi^{k,n}(w_{N,k,n}^{(k,k-n)}(t_i), t_i^{(r)}|W_{N,k,n}^{(k,k-n)}(t_i-1), L_{i-1}^{(r)}, \tilde{Z}_{N,k,n}^{k,n}(t_i))}{\prod_{i=1}^{I} \prod_{C_i} m(l_i^{(r)}|L_{i-1}^{(r)}, \phi_i)} \right) - \ln (\mathcal{L}(W; \theta)). \quad (26)$$

Substituting

$$m(l_i^{(r)}|L_{i-1}^{(r)}, \phi_i) = \frac{k(L_i^{(r)}, \phi_i)}{\chi(\phi_i, L_{i-1}^{(r)})} \quad (27)$$

yields

$$d(L^{(r)}; \phi, \theta) = \ln \left( \prod_{i=1}^{I} \prod_{C_i} \varphi^{k,n}(w_{N,k,n}^{(k,k-n)}(t_i), t_i^{(r)}|W_{N,k,n}^{(k,k-n)}(t_i-1), L_{i-1}^{(r)}, \tilde{Z}_{N,k,n}^{k,n}(t_i)) \chi(\phi_i, L_{i-1}^{(r)}) \right)$$

$$- \ln \left( \prod_{i=1}^{I} \prod_{C_i} k(L_i^{(r)}, \phi_i) \right) - \ln (\mathcal{L}(W; \theta))$$

$$= \ln \left( \prod_{i=1}^{I} \prod_{C_i} \varphi^{k,n}(w_{N,k,n}^{(k,k-n)}(t_i), t_i^{(r)}|W_{N,k,n}^{(k,k-n)}(t_i-1), L_{i-1}^{(r)}, \tilde{Z}_{N,k,n}^{k,n}(t_i)) \chi(\phi_{i+1}, L_i^{(r)}) \right)$$

$$- \ln \left( \prod_{i=1}^{I} \prod_{C_i} k(L_i^{(r)}, \phi_i) \right) - \ln (\mathcal{L}(W; \theta)) + \ln (\chi(\phi_1, L_0^{(r)}))$$

where $\chi(\phi_{i+1}, L_i^{(r)}) \equiv 1$. The thereto related minimization problem (25) can now be solved sequentially using a backward recursion from $I \to 1$ which yields $\phi = \{\phi_i|i = I, \ldots, 1\}$. The sequential problem consists then at each $i = 1, \ldots, I$ of approximating

$$\ln \left( \prod_{C_i} \varphi^{k,n}(w_{N,k,n}^{(k,k-n)}(t_i), t_i^{(r)}|W_{N,k,n}^{(k,k-n)}(t_i-1), L_{i-1}^{(r)}, \tilde{Z}_{N,k,n}^{k,n}(t_i)) \chi(\phi_{i+1}, L_i^{(r)}) \right)$$
Thus $\hat{\phi}_i(\theta)$ is obtained through

$$
\hat{\phi}_i(\theta) = \arg\min_{\phi_i} \sum_{r=1}^{R} \left( \ln \left( \prod_{c_i} g^{k,n}(w_{Nk,n(t_i)}^{k,n} | W_{Nk,n(t_i)-1}^{k,n}, \tilde{Z}_{Nk,n(t_i)}^{k,n} ) \chi \left( \phi_{i+1}, L_i^{(r)} \right) \right) \\
- \phi_{0,i} - \ln \left( k \left( L_i^{(r)}, \phi_i \right) \right) \right)^2.
$$

(28)

The additional coefficients $\phi_{0,i}$ are scalars which capture corresponding components of $\ln (\mathcal{L}(W; \theta))$, which are still unobservable. As Liesenfeld & Richard (2003) note, a sensible choice for the class of kernels for the auxiliary samplers $m$ is a parametric extension to the direct samplers $p$ given by

$$
k(L_i, \phi_i) = p(l_i | L_{i-1}) \zeta \left( l_i, \phi_i \right),
$$

where $\zeta$ is itself a Gaussian density kernel given by

$$
\zeta \left( l_i, \phi_i \right) = \exp \left( \phi_1 l_i + \phi_2 l_i^2 \right).
$$

Since a product of normal kernels is a normal kernel as well, we obtain for $k(L_i, \phi_i)$

$$
k(L_i, \phi_i) \propto \exp \left( (\phi_1, i + \mu_i) l_i + \left( \phi_2, i - \frac{1}{2} \right) l_i^2 - \frac{1}{2} \mu_i^2 \right)
$$

$$
= \exp \left( -\frac{1}{2\pi_i^2} (l_i - \kappa_i)^2 \right) \exp \left( \frac{\kappa_i^2}{2\pi_i^2} - \frac{1}{2} \mu_i^2 \right),
$$

where

$$
\pi_i^2 = (1 - 2\phi_2, i)^{-1}, \quad \text{and} \quad \kappa_i = (\phi_1, i + \mu_i) \pi_i^2.
$$

(29)

(30)

It follows that

$$
\chi(\phi_i, L_{i-1}) = \exp \left( \frac{\kappa_i^2}{2\pi_i^2} - \frac{\mu_i^2}{2} \right).
$$

(31)

Under this choice of kernels class, $p(l_i | L_{i-1})$ cancels out in the minimization problem (28), which can then be rewritten as

$$
\hat{\phi}_i(\theta) = \arg\min_{\phi_i} \sum_{r=1}^{R} \left( \ln \left( \prod_{c_i} g^{k,n}(w_{Nk,n(t_i)}^{k,n} | W_{Nk,n(t_i)-1}^{k,n}, L_i^{(r)} , \tilde{Z}_{Nk,n(t_i)}^{k,n} ) \chi \left( \phi_{i+1}, L_i^{(r)} \right) \right) \\
- \phi_{0,i} - \ln \left( \zeta \left( l_i^{(r)}, \phi_i \right) \right) \right)^2.
$$

(32)
The implementation of the sequential ML-EIS approach can be summarized in the following steps:

**STEP 1.** Draw $R$ trajectories $\{l_i^{(r)}\}_{i=1}^I$ from $\{N(\mu_i, 1)\}_{i=1}^I$.

**STEP 2.** For each $i$ with $i : I \rightarrow 1$ solve the $R$-dimensional OLS problem in (32).

**STEP 3.** Calculate the sequences $\{\pi_i^2\}_{i=1}^I$ and $\{\kappa_i\}_{i=1}^I$ from equations (29) and (30) and draw $R$ trajectories of $\{l_i^{(r)}\}_{i=1}^I$ from $\{N(\kappa_i, \pi_i^2)\}_{i=1}^I$ to compute the likelihood function given in (14).
## B Appendix: Estimation Outputs

<table>
<thead>
<tr>
<th>Par.</th>
<th>Est. 1</th>
<th>Std.</th>
<th>Est. 2</th>
<th>Std.</th>
<th>Est. 3</th>
<th>Std.</th>
<th>Est. 4</th>
<th>Std.</th>
<th>Est. 5</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma_0 )</td>
<td>-2.6633</td>
<td>0.6782</td>
<td>-5.6502</td>
<td>0.4105</td>
<td>-6.1500</td>
<td>0.5000</td>
<td>-3.9293</td>
<td>0.3627</td>
<td>-4.6125</td>
<td>0.2674</td>
</tr>
<tr>
<td>( \gamma_1 )</td>
<td>-3.2603</td>
<td>0.7428</td>
<td>-5.4555</td>
<td>0.2853</td>
<td>-3.0372</td>
<td>0.6741</td>
<td>-4.2934</td>
<td>0.4098</td>
<td>-3.6855</td>
<td>0.1724</td>
</tr>
<tr>
<td>( \gamma_2 )</td>
<td>-2.0395</td>
<td>1.0746</td>
<td>-4.7519</td>
<td>0.2309</td>
<td>-2.8977</td>
<td>0.6525</td>
<td>-3.5142</td>
<td>0.3983</td>
<td>-4.5809</td>
<td>0.3269</td>
</tr>
<tr>
<td>( \gamma_3 )</td>
<td>-3.0370</td>
<td>0.5931</td>
<td>-5.3627</td>
<td>0.2988</td>
<td>-3.3873</td>
<td>0.6331</td>
<td>-3.5571</td>
<td>0.3357</td>
<td>-4.0464</td>
<td>0.3276</td>
</tr>
<tr>
<td>( \gamma_4 )</td>
<td>-2.2257</td>
<td>0.5681</td>
<td>-5.9730</td>
<td>0.3234</td>
<td>-3.6449</td>
<td>0.7364</td>
<td>-3.7037</td>
<td>0.3116</td>
<td>-5.0845</td>
<td>0.2294</td>
</tr>
<tr>
<td>( \gamma_5 )</td>
<td>0.5803</td>
<td>0.1697</td>
<td>1.2126</td>
<td>0.0332</td>
<td>0.3999</td>
<td>0.0351</td>
<td>0.8096</td>
<td>0.0587</td>
<td>0.3924</td>
<td>0.0154</td>
</tr>
<tr>
<td>( \gamma_6 )</td>
<td>0.7024</td>
<td>0.1260</td>
<td>0.3852</td>
<td>0.0242</td>
<td>0.8735</td>
<td>0.0338</td>
<td>0.5157</td>
<td>0.0508</td>
<td>0.9279</td>
<td>0.0214</td>
</tr>
<tr>
<td>( \gamma_7 )</td>
<td>-5.3149</td>
<td>0.9985</td>
<td>-6.1581</td>
<td>0.3770</td>
<td>-5.9535</td>
<td>0.6353</td>
<td>-4.4063</td>
<td>0.4158</td>
<td>-4.9076</td>
<td>0.2160</td>
</tr>
<tr>
<td>( \gamma_8 )</td>
<td>-5.7515</td>
<td>1.3383</td>
<td>-5.9465</td>
<td>0.2886</td>
<td>-2.8906</td>
<td>0.6674</td>
<td>-6.6973</td>
<td>0.5649</td>
<td>-3.8529</td>
<td>0.1726</td>
</tr>
<tr>
<td>( \gamma_9 )</td>
<td>-4.9150</td>
<td>1.2609</td>
<td>-5.4841</td>
<td>0.2419</td>
<td>-4.6881</td>
<td>0.7313</td>
<td>-5.6393</td>
<td>0.4982</td>
<td>-4.5963</td>
<td>0.2719</td>
</tr>
<tr>
<td>( \gamma_{10} )</td>
<td>-5.3967</td>
<td>1.0737</td>
<td>-4.2814</td>
<td>0.3205</td>
<td>-3.9815</td>
<td>0.6458</td>
<td>-5.1666</td>
<td>0.3994</td>
<td>-4.8481</td>
<td>0.3092</td>
</tr>
<tr>
<td>( \gamma_{11} )</td>
<td>-5.4449</td>
<td>0.7298</td>
<td>-4.1507</td>
<td>0.3399</td>
<td>-4.3829</td>
<td>0.6809</td>
<td>-4.5682</td>
<td>0.3983</td>
<td>-3.8471</td>
<td>0.3263</td>
</tr>
<tr>
<td>( \gamma_{12} )</td>
<td>1.1007</td>
<td>0.1381</td>
<td>0.7731</td>
<td>0.0346</td>
<td>0.7767</td>
<td>0.0519</td>
<td>0.7896</td>
<td>0.0497</td>
<td>0.8759</td>
<td>0.0179</td>
</tr>
<tr>
<td>( \delta_0 )</td>
<td>0.5708</td>
<td>0.2770</td>
<td>0.9107</td>
<td>0.0329</td>
<td>0.6832</td>
<td>0.0421</td>
<td>0.8960</td>
<td>0.0487</td>
<td>0.6877</td>
<td>0.0151</td>
</tr>
</tbody>
</table>

### Table 5: Estimation results for investor groups 1 to 5. The \( \gamma \) coefficients on the covariates should be interpreted as follows: superscript “o” for opening intensity, superscript “c” for closing intensity.

The subscripts stand for the corresponding variable, where “spread” is the bid-ask spread in the interbank market, “P/L 1” is the paper profit/loss in the corresponding currency pair, “P/L pf” is the paper profit/loss in the total portfolio and “vol” is the standardized excess trading volume.

All other coefficients are detailed in the main text. Quasi-maximum likelihood standard errors reported.
Table 6: Estimation results for investor groups 6 to 10. The γ superscripts on the covariates should be interpreted as follows: superscript “o” for opening intensity; superscript “c” for closing intensity. The subscripts stand for the corresponding variable, where “spread” is the bid-ask spread in the interbank market, “P/L 1” is the paper profit/loss in the corresponding currency pair, “P/L pf” is the paper profit/loss in the total portfolio and “vol” is the standardized excess trading volume.

All other coefficients are detailed in the main text. Quasi-maximum likelihood standard errors are reported.
<table>
<thead>
<tr>
<th>Par.</th>
<th>Est. 1</th>
<th>Std. 1</th>
<th>Est. 12</th>
<th>Std. 12</th>
<th>Est. 13</th>
<th>Std. 13</th>
<th>Est. 14</th>
<th>Std. 14</th>
<th>Est. 15</th>
<th>Std. 15</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_{0}$</td>
<td>-3.1843</td>
<td>0.5665</td>
<td>-2.4918</td>
<td>0.4546</td>
<td>-3.3691</td>
<td>0.3377</td>
<td>-1.9543</td>
<td>0.3859</td>
<td>-3.5542</td>
<td>0.2300</td>
</tr>
<tr>
<td>$\gamma_{1}$</td>
<td>-3.5952</td>
<td>0.4642</td>
<td>-2.8193</td>
<td>0.4803</td>
<td>-3.5051</td>
<td>0.4182</td>
<td>-3.0889</td>
<td>0.3921</td>
<td>-3.3382</td>
<td>0.2114</td>
</tr>
<tr>
<td>$\gamma_{2}$</td>
<td>-2.5356</td>
<td>0.3511</td>
<td>-2.7735</td>
<td>0.5170</td>
<td>-4.0534</td>
<td>0.5106</td>
<td>-2.6878</td>
<td>0.3887</td>
<td>-3.9571</td>
<td>0.2762</td>
</tr>
<tr>
<td>$\gamma_{3}$</td>
<td>-3.0167</td>
<td>0.5231</td>
<td>-3.2790</td>
<td>0.4652</td>
<td>-4.2905</td>
<td>0.5215</td>
<td>-2.4486</td>
<td>0.3646</td>
<td>-3.7302</td>
<td>0.2237</td>
</tr>
<tr>
<td>$\gamma_{4}$</td>
<td>-3.2283</td>
<td>0.5320</td>
<td>-2.8373</td>
<td>0.4231</td>
<td>-1.8674</td>
<td>0.2467</td>
<td>-2.7609</td>
<td>0.4492</td>
<td>-3.7475</td>
<td>0.2550</td>
</tr>
<tr>
<td>$\alpha_{0}$</td>
<td>0.8803</td>
<td>0.0849</td>
<td>0.6567</td>
<td>0.0722</td>
<td>0.6855</td>
<td>0.0278</td>
<td>0.6257</td>
<td>0.0373</td>
<td>0.9650</td>
<td>0.0394</td>
</tr>
<tr>
<td>$\alpha_{1}$</td>
<td>0.4741</td>
<td>0.0714</td>
<td>0.6756</td>
<td>0.0648</td>
<td>0.7233</td>
<td>0.0380</td>
<td>0.6471</td>
<td>0.0351</td>
<td>0.4318</td>
<td>0.0298</td>
</tr>
<tr>
<td>$\alpha_{2}$</td>
<td>-1.0237</td>
<td>0.8211</td>
<td>-1.1150</td>
<td>0.9555</td>
<td>-3.7182</td>
<td>0.4166</td>
<td>-3.0463</td>
<td>0.4200</td>
<td>-3.8574</td>
<td>0.2535</td>
</tr>
<tr>
<td>$\alpha_{3}$</td>
<td>-4.9512</td>
<td>0.7564</td>
<td>-4.5332</td>
<td>1.2350</td>
<td>-3.7862</td>
<td>0.4136</td>
<td>-5.0901</td>
<td>0.6108</td>
<td>-3.5066</td>
<td>0.2222</td>
</tr>
<tr>
<td>$\alpha_{4}$</td>
<td>-2.4461</td>
<td>0.5171</td>
<td>-3.7859</td>
<td>1.2117</td>
<td>-4.2470</td>
<td>0.6215</td>
<td>-4.0094</td>
<td>0.4604</td>
<td>-4.0484</td>
<td>0.3529</td>
</tr>
<tr>
<td>$\alpha_{5}$</td>
<td>-3.7641</td>
<td>0.9263</td>
<td>-4.4449</td>
<td>1.0264</td>
<td>-4.1669</td>
<td>0.4812</td>
<td>-4.0388</td>
<td>0.4562</td>
<td>-1.5562</td>
<td>0.2794</td>
</tr>
<tr>
<td>$\alpha_{6}$</td>
<td>-5.4175</td>
<td>0.8867</td>
<td>-2.8203</td>
<td>0.8825</td>
<td>-2.4510</td>
<td>0.3212</td>
<td>-3.9178</td>
<td>0.5442</td>
<td>-4.0789</td>
<td>0.2910</td>
</tr>
<tr>
<td>$\alpha_{7}$</td>
<td>0.9449</td>
<td>-0.0526</td>
<td>0.7794</td>
<td>0.0432</td>
<td>0.9127</td>
<td>0.0363</td>
<td>0.8191</td>
<td>0.0564</td>
<td>0.7286</td>
<td>0.0341</td>
</tr>
<tr>
<td>$\alpha_{8}$</td>
<td>0.7652</td>
<td>0.0684</td>
<td>0.8136</td>
<td>0.0758</td>
<td>0.6223</td>
<td>0.0403</td>
<td>0.7338</td>
<td>0.0586</td>
<td>0.8154</td>
<td>0.0348</td>
</tr>
</tbody>
</table>

Table 7: Estimation results for investor groups 11 to 15. The $\gamma$ coefficients on the covariates should be interpreted as follows: superscript “o” for opening intensity, superscript “c” for closing intensity. The subscripts stand for the corresponding variable, where “spread” is the bid-ask spread in the interbank market, “P/L 1” is the paper profit/loss in the corresponding currency pair, “P/L pf” is the paper profit/loss in the total portfolio and “vol” is the standardized excess trading volume. All other coefficients are detailed in the main text. Quasi-maximum likelihood standard errors reported.
Table 8: Estimation results for investor groups 16 to 20. The γ coefficients on the covariates should be interpreted as follows: superscript "o" for opening intensity, superscript "c" for closing intensity. The subscripts stand for the corresponding variable, where "spread" is the bid-ask spread in the interbank market, "P/L 1" is the paper profit/loss in the corresponding currency pair, "P/L pf" is the paper profit/loss in the total portfolio and "vol" is the standardized excess trading volume. All other coefficients are detailed in the main text. Quasi-maximum likelihood standard errors reported.